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Abstract— This paper presents a two-phase mathematical 

framework for efficient power network damage assessment using 
unmanned aerial vehicle (UAV). In the first phase, a two-stage 
stochastic integer programming optimization model is presented 
for damage assessment in which the first stage determines the 
optimal UAV locations anticipating an arrival of an extreme 
weather event, and the second stage is to adjust the UAV locations, 
if necessary, when the arrival time of the predicted extreme 
weather becomes closer with updated information. UAV paths to 
scan the power network are generated in the second phase to 
minimize operating costs and final damage assessment completion 
time of the UAVs. Computational techniques are developed to help 
reduce the solution time. Numerical experiments show that the 
proposed stochastic model outperforms the deterministic 
counterpart in terms of the total UAV pre-positioning setup cost. 
Additionally, sensitivity analysis discovered the relations among 
damage assessment time, UAV pre-positioning setup cost, and 
operating cost. 
 

Index Terms—UAV, stochastic programming, power network, 
damage assessment. 

NOMENCLATURE 
𝐺𝐺(𝑉𝑉,𝐸𝐸) Directed network with nodes 𝑉𝑉 and edges 𝐸𝐸 
𝑉𝑉    Set of nodes 𝑉𝑉 = {1,2,3, … , 𝑖𝑖} 
𝑉𝑉1    Set of target nodes where 𝑉𝑉1 ⊆ 𝑉𝑉  
𝑉𝑉2    Set of UAV pre-positioning candidates where  

𝑉𝑉2 ⊆ 𝑉𝑉 and 𝑉𝑉1 ∩ 𝑉𝑉2 = ∅ 
𝑉𝑉21   Set of UAV pre-positioning candidates connected  

to edge(s) in a network where 𝑉𝑉21 ⊆ 𝑉𝑉2 
𝑉𝑉22   Set of UAV pre-positioning candidates 

disconnected to edge(s) in a network where 
𝑉𝑉22 ⊆ 𝑉𝑉2 and 𝑉𝑉21 ∩ 𝑉𝑉22 = ∅  

𝑉𝑉′    Set of selected UAV pre-positioning locations   
where 𝑉𝑉′ ⊆ 𝑉𝑉2  

𝐽𝐽    Set of revised target nodes for Phase 2 
where 𝐽𝐽 = 𝑉𝑉1 ∪ (𝑉𝑉21 − 𝑉𝑉′) 

𝐸𝐸     Set of edges 𝐸𝐸 = {(𝑖𝑖, 𝑗𝑗): 𝑖𝑖, 𝑗𝑗 ∈ 𝐽𝐽, 𝑖𝑖 ≠ 𝑗𝑗} 
𝐸𝐸1    Set of initial routes from a UAV pre-positioned  

location to a target node 𝐸𝐸1 = 
{(𝑖𝑖, 𝑗𝑗): 𝑖𝑖 ∈ 𝑉𝑉′, 𝑗𝑗 ∈ 𝐽𝐽}, where 𝐸𝐸1 ⊆ 𝐸𝐸 

𝐸𝐸2   Set of intermediate routes from a target node to  
another target node 𝐸𝐸2 = {(𝑖𝑖, 𝑗𝑗): 𝑖𝑖, 𝑗𝑗 ∈ 𝐽𝐽} where 
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𝐸𝐸2 ⊆ 𝐸𝐸  and 𝐸𝐸1 ∩ 𝐸𝐸2 = ∅ 
𝐸𝐸3         Set of returning routes from a target node to a  

pre-positioning location 𝐸𝐸3 = {(𝑖𝑖, 𝑗𝑗): 𝑖𝑖 ∈ 𝐽𝐽, 𝑗𝑗 ∈ 𝑉𝑉′}   
where 𝐸𝐸3 ⊆ 𝐸𝐸 ,𝐸𝐸1 ∩  𝐸𝐸2 ∩  𝐸𝐸3 = 0 and 
𝐸𝐸1 ∪ 𝐸𝐸2 ∪ 𝐸𝐸3 = 𝐸𝐸 

𝐾𝐾     Set of UAV IDs 𝐾𝐾 = {1,2,3, … , 𝑘𝑘} 
Ω     Set of sample scenarios of extreme weather  

events 𝜔𝜔 ∈ Ω 
𝑐𝑐𝑖𝑖     Unit setup cost for UAV pre-positioning location  

at 𝑖𝑖 ∈ 𝑉𝑉2 in the 1st stage 
𝑐𝑐𝑖𝑖+    Unit setup cost for UAV pre-positioning location    

    at 𝑖𝑖 ∈ 𝑉𝑉2 in the 2nd stage 
𝑝𝑝𝑝𝑝𝑝𝑝�����   Maximum number of UAV pre-positioning  

locations can be installed in the 2nd stage  
𝑎𝑎𝑖𝑖,𝑗𝑗,𝜔𝜔  1 if an edge (𝑖𝑖, 𝑗𝑗) ∈ 𝐸𝐸1 is within the service range 

and a pre-positioning location candidate 𝑖𝑖 can 
endure the impact of weather condition 𝜔𝜔 ∈ Ω 
and 0 otherwise 

𝑑𝑑𝑖𝑖,𝑗𝑗   UAV travel time (min.) over edge (𝑖𝑖, 𝑗𝑗) ∈ 𝐸𝐸 
𝑐𝑐𝑘𝑘
𝑑𝑑𝑑𝑑𝑑𝑑   Deployment cost of UAV 𝑘𝑘 ∈ 𝐾𝐾 
𝐹𝐹𝐹𝐹   Final damage assessment completion time  
𝜆𝜆    A weight factor in the bi-objective function 
𝐵𝐵𝑘𝑘    Maximum flight time (min.) of UAV 𝑘𝑘 ∈ 𝐾𝐾 
𝑆𝑆𝑇𝑇𝑗𝑗   Node scanning time at 𝑗𝑗 ∈ 𝑉𝑉1 
𝑦𝑦𝑖𝑖    1 if UAV pre-positioning location 𝑖𝑖 ∈ 𝑉𝑉2 is  

selected and  0 otherwise 
𝑥𝑥𝑖𝑖,𝑗𝑗,𝑘𝑘   1 if UAV 𝑘𝑘 ∈ 𝐾𝐾 traverse over an edge 𝐸𝐸(𝑖𝑖, 𝑗𝑗) 

and 0 otherwise  
ℎ𝑘𝑘   1 if UAV 𝑘𝑘 ∈ 𝐾𝐾 is mobilized and 0 otherwise 
𝑎𝑎𝑎𝑎�𝑖𝑖

+   1 if UAV pre-positioning location candidate  
𝑖𝑖 ∈ 𝑉𝑉2 is selected in the 2nd stage and 0 otherwise 

𝑎𝑎𝑎𝑎𝑖𝑖,𝜔𝜔+   1 if UAV pre-positioning location candidate 
 𝑖𝑖 ∈ 𝑉𝑉2 is selected in the 2nd stage according to a 
sample scenario 𝜔𝜔 ∈ Ω and 0 otherwise 

𝑑𝑑𝑑𝑑𝑏𝑏𝑖𝑖  Durability scale of pre-positioning location  
candidate 𝑖𝑖 ∈ 𝑉𝑉2; 0 ≤ 𝑑𝑑𝑑𝑑𝑏𝑏𝑖𝑖 ≤ 1  

𝑤𝑤𝑤𝑤𝜔𝜔   Impact scale of an extreme weather according to 
a sample scenario 𝜔𝜔 ∈ Ω;  0 ≤ 𝑤𝑤𝑥𝑥𝜔𝜔 ≤ 1  

𝑃𝑃    Probability of extreme weather events; 
0 ≤ 𝑃𝑃 ≤ 1  

𝑢𝑢𝑖𝑖    The order of sequence of visiting node 𝑖𝑖 ∈ 𝑉𝑉1 in 
a path  
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I. INTRODUCTION 
N January 2016, winter storm Jonas overwhelmed United 
States and paralyzed major urban functions in the mid-

Atlantic and East Coast. Especially heavy snow and strong 
winds knocked out power to hundreds of thousands of people 
along East Coast for a considerable period of time. However, it 
was only one of the many extreme weather events that happen 
every year with different levels of undesired aftermath. Extreme 
weather events and natural disasters can cause tremendous 
damage over a large geographical area that can stretch to 
hundreds of miles, while limiting repair crews’ access to the 
damaged areas [1, 2]. Power outrage as one of the biggest 
disruptions causes many further problems because people are 
usually unprepared, and also unaware about the true impacts 
that can rapidly influence telecommunication networks, 
healthcare systems, water supplies and financial services as 
time goes.  

 
It is clear that improving the estimated time of restoration 

(ETR) is a high contributing factor for a successful power 
network recovery to minimize loses and potential risks. 
However, less than 20 percent of utility companies can 
complete infrastructure damage assessment on time without 
delaying expected repair schedule according to a survey [3, 4]. 

Majority of utility companies have used helicopters for aerial 
reconnaissance, such as annual transmission overhead power 
lines inspections, and low-definition post-disturbance 
inspections in wide area [5]. Helicopter inspection at stand-off 
range can speed up disaster damage assessment but cannot 
ensure high quality information. To obtain high-definition 
information while maintaining advantages of aerial 
reconnaissance by helicopter, unmanned aerial vehicles 
(UAVs) can be utilized for damage assessment. Unlike manned 
aerial vehicles, UAVs can fly autonomously or be piloted 
remotely, and can get closer to damaged infrastructures for 
precision scanning. UAV reconnaissance has an advantage in 
terms of cost-effectiveness compared to helicopter inspection. 
Therefore, UAV inspection is mostly likely to be a common 
way of damage assessment in the near future. 

Electric Power Research Institute (EPRI) had successfully 
conducted an experiment with two types of UAVs up to an 
altitude of 100 feet to evaluate large scale storm damages in 
2013. It was verified that operating UAVs with thermal FLIR 
camera, CCTV camera, and GPS can scan over power networks 
in a close distance, and can transmit damage information to a 
ground control center to confirm the degree of damages for 
restoration planning.  

There has been an increasing trend of research on efficient 
power network design, defense and damage assessment. Power 
networks as a critical infrastructure require highly reliable 
protection measures against terror attacks and natural disasters. 
Interdiction strategy identification method, bi-level or tri-level 
defender-attacker-defender models and solution algorithms 
have been reported for an optimal resource allocation to defend 
critical infrastructures [6, 7, 8, 9]. The resilient distribution 
network design and planning problem against natural disasters 
have also been noted as critical challenges [10, 11]. 

 As power network damage assessment environment is very 
dangerous, autonomous systems such as robots, automated 
helicopters, and UAVs are suggested to secure the safety of 
inspection workers. Majority of these studies have mainly 
focused on equipment design, system dynamics, and control 
problems [12, 13, 14]. 

Considerable body of work on a large number of UAVs has 
been done including topics such as coordination between 
multiple UAV operators [15], future position prediction [16], 
air traffic flow optimization [17, 18], and routing optimizations 
[19, 20]. Especially mathematical optimization models for 
multiple UAV task assignment and path planning have studied 
considering technical specifications and operational constraints 
including mission types, time limits, and no fly zones [21, 22, 
23, 24, 25]. This problem has the structure of multiple vehicles 
routing problem, and tried to solve either by exact algorithms 
or approximation algorithms [26, 27, 28, 29]. 

This study is about the use of UAVs for the power network 
damage assessment problem. Within the scope, the proposed 
concept is to utilize multiple UAVs to accelerate the inspection 
speed considering the random realization of an extreme weather 
event. Some related research works have mainly focused on 
visiting target nodes using multiple UAVs [30, 31]. However, 
those approaches did not consider scanning both connected 
edges (powerline) and nodes (power bus) together in the model 
as we discuss in this paper.  

The literature review reveals that there is no mathematical 
model been specifically developed to employ a fleet of UAVs 
for power network damage assessment considering uncertainty 
in weather forecast even though a relatively large volume of 
research has been conducted in the area of a single UAV 
inspection. Therefore, a new mathematical framework is 
proposed in this paper to find optimal pre-positioning locations 
and paths for multiple UAVs to cover the whole target nodes 
and edges considering uncertainty in the weather information. 
The contributions of the paper are listed as follow:  

• A new power network damage assessment concept and 
procedure is developed to minimize overall inspection 
time and cost. The proposed approach begins by 
positioning a certain number of UAVs in pre-determined 
points over the weather impact zone before an expected 
event. After the extreme weather, pre-positioned UAVs 
maneuver over the network in accordance with the 
optimized scanning paths. 

• A two-phase mathematical optimization model is 
proposed for multi-UAV pre-positioning and routing for 
power network damage assessment (MUAV). In Phase 1 
(MUAV-ph1), the optimum UAV positions are found. 
The MUAV-ph1 is formulated as a two-stage stochastic 
integer program, where the first stage decision assigns 
each UAV position and the second stage augments 
additional UAV positions in accordance with updated 
weather forecast. In Phase 2 (MUAV-ph2), UAV 
scanning paths are generated while minimizing UAV 
operating cost and inspection completion time. 

• Computational techniques have been suggested, 
including constraints reformulation, probing-based 
preprocessing techniques, logical inequality, and 
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Lagrangian methods, to enhance the computational 
performance. 

The rest of the paper is organized as follows. Section II 
describes the problem of power network damage assessment 
using multiple UAVs. Section III presents the mathematical 
formulations for MUAV and computational considerations. 
Section IV discusses computational results. The paper is 
concluded with discussions of opportunities for extensions of 
the proposed work in Section V.  

II. PROBLEM STATEMENT AND MODEL OUTLINE 
The MUAV problem objective is to provide optimal 

positions of UAVs and their associated flying paths for an 
expedited damage assessment. Operating UAVs must be able 
to scan all designated target nodes and edges while minimizing 
completion time and total cost for multiple UAVs mobilization.  

 
Fig. 1 presents a power network damage assessment planning 

procedure over a planning horizon. If we consider that UAVs 
are pre-positioned closer to a potential impact area before a 
disaster strikes the region, damage assessment can be expedited 
as pre-positioned UAVs immediately collect and transmit the 
assessment information as soon as the event gets cleared. 
Consequently, a fast recovery plan can be developed and its 
implementation will be accelerated.  

Therefore, the first phase starts from determining UAV pre-
positioning locations among multiple candidates to cover all 
target facilities while minimizing the number of UAV positions 
and its cost. As new technologies enable more precise forecast 
of extreme weather conditions, a better prediction of an impact 
due to such an event can be made as the arrival time of the event 
becomes closer. If UAV positions are determined only after 
accurate weather information is available, UAVs can be placed 
just around the perimeter of the impending disaster impact area; 
hence, it can greatly help assess damage soon after the disaster. 
However, it is likely that there may not be enough time to 
complete UAV positioning if we delay too long because the 
roads can be potentially congested as residents started 
evacuation and also other resources are deployed for pre-
planned risk mitigation activities. On the other hand, if UAV 
positions are determined well in advance, the variance of the 
forecast error can be high. As a result, some pre-positioned 
UAV locations can be far out of the weather impact zone that 
may require repositioning after the event. Therefore, our goal 
in this paper is to address these issues by decomposing the 
problem into two stages. In the first stage, UAV pre-positioning 
locations are selected anticipating an arrival of an extreme 
weather. The second stage is to adjust the UAV locations, if 

necessary, when the arrival time of the predicted extreme event 
becomes closer with updated weather forecast.  

The second phase is to determine the optimal 
number/type/location of UAVs to generate optimal UAV paths 
to complete damage assessment in a minimal time. No on-site 
crews are required for the mission and multiple UAVs can be 
placed at each pre-positioning locations.  Furthermore, both 
UAV deployment cost and assessment completion time are 
considered in our optimization model. 

For the path planning, every path has to follow four 
requirements: i) UAV traverses directly from depot to any 
accessible target node; ii) Each target node and edge is scanned 
only once but can be visited multiple times to pass through; iii) 
UAV returns either to the original position or another depot; 
and, iv) Every deployed UAV conducts a single damage 
assessment flight along the designated flight path. 

 

 
Fig. 2 depicts the flowchart of the proposed two-phase 

optimization of MUAV problem. The Phase 1 problem is 
formulated as a two-stage stochastic integer program whose 
goal is to determine UAV pre-positioning locations. Input data 
to the model include UAV maximum flight time, facility 
durability scale, and extreme weather impact scale which is 
random. The Phase 2 problem generates UAV paths for post-
disaster damage assessment. Once UAV location information is 
given to MUAV-ph2, a probing-based preprocessing method 
eliminates infeasible edges considering UAV flight capacity, 
and calculates upper bounds for target coverage constraint. A 
Lagrangian heuristic and a subgradient method [32] are applied 
to obtain a tight lower bound on the optimal value of MUAV-
ph2. 

 

  

 
Fig. 1.  Power network damage assessment over a planning horizon 
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Fig. 2.  Flowchart of optimization of MUAV model 
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III. MATHEMATICAL FORMULATION 
MUAV is modeled on a directed network 𝐺𝐺(𝑉𝑉,𝐸𝐸) which is 

composed of two types of nodes and three types of edges:  target 
node set 𝑉𝑉1, UAV pre-positioning location set 𝑉𝑉2, initial route 
set 𝐸𝐸1, intermediate route set 𝐸𝐸2, and return route set 𝐸𝐸3. The 
UAV position set 𝑉𝑉2 is divided into two subsets: (1) a set of 
nodes connected with edge(s) in the impacted area 𝑉𝑉21and (2) 
all other nodes 𝑉𝑉22 . For example, as illustrated in Fig. 3, a 
power network has two target nodes 𝑛𝑛1,𝑛𝑛2 ∈ 𝑉𝑉1and four UAV 
pre-positioning candidate points, where 𝑛𝑛3,𝑛𝑛4 ∈ 𝑉𝑉21, 𝑛𝑛5,𝑛𝑛6 ∈
𝑉𝑉22.  

 

 
A. Phase1: UAV Pre-positioning (MUAV-ph1) 

Phase 1 model determines which UAV pre-positioning 
locations are to setup so as to assess all target nodes and edges 
considering weather uncertainty. We formulated it as a two-
stage stochastic program, MUAV-ph1. Due to the stochastic 
property of weather information, determining pre-positioning 
locations in MUAV-ph1 are computationally challenging. 
Therefore, we approximated the solution by a deterministic 
equivalent of MUAV-ph1, and solved the model by taking 
sample scenarios 𝜔𝜔1, … ,𝜔𝜔𝑁𝑁~𝑃𝑃. The optimization formulation 
is as follows:  

𝑚𝑚𝑚𝑚𝑚𝑚� 𝑐𝑐𝑖𝑖𝑦𝑦𝑖𝑖
𝑖𝑖∈𝑉𝑉2

+
1

|Ω| � � 𝑐𝑐𝑖𝑖+𝑎𝑎𝑎𝑎𝑖𝑖,𝜔𝜔+

𝜔𝜔∈Ω𝑖𝑖∈𝑉𝑉2

, (1) 

𝑠𝑠. 𝑡𝑡.  �𝑎𝑎𝑖𝑖,𝑗𝑗,𝜔𝜔�𝑦𝑦𝑖𝑖 + 𝑎𝑎𝑎𝑎𝑖𝑖,𝜔𝜔+ �
𝑖𝑖∈𝑉𝑉2

≥ 1,    

∀𝑗𝑗 ∈ 𝑉𝑉1,𝜔𝜔 ∈ Ω, 
(2) 

         𝑦𝑦𝑖𝑖 + 𝑎𝑎𝑎𝑎𝑖𝑖,𝜔𝜔+ ≤ 1,                                     ∀𝑖𝑖 ∈ 𝑉𝑉2,  𝜔𝜔
∈ Ω, 

(3) 

         �𝑎𝑎𝑎𝑎𝑖𝑖,𝜔𝜔+

𝑖𝑖∈𝑉𝑉2

≤ 𝑝𝑝𝑝𝑝𝑝𝑝�����,                                                   𝜔𝜔

∈ Ω. 
(4) 

The objective function (1) is to minimize the overall pre-
positioning location setup cost. The first term is the sum of costs 
for UAV location setups in the 1st stage. The second term is the 
approximated sample average of all scenarios considered for 
additional position setups that replaces the typical expectation 
term, 𝔼𝔼𝑃𝑃�∑ 𝑐𝑐𝑖𝑖+𝑎𝑎𝑎𝑎�𝑖𝑖

+
𝑖𝑖∈𝑉𝑉2 � . Constraint (2) ensures that a target 

edge must be covered by at least one UAV pre-positioning 
location. The value of 𝑎𝑎𝑖𝑖,𝑗𝑗,𝜔𝜔 in (2) is determined based on two 

criteria: First, every powerline and power bus must be covered 
by selected UAV pre-positioning locations. As described in the 
first condition of Algorithm 1, a UAV pre-positioning location 
is selected only if (1) an UAV can cover at least one 
transmission line; and (2) it can complete the damage 
assessment flight by landing at any adjacent UAV pre-
positioning location considering the maximum flight range of 
an UAV. Second, pre-positioning location must be durable 
enough to withstand the impact of a random extreme weather 
disruption. If both conditions are satisfied, then 𝑎𝑎𝑖𝑖,𝑗𝑗,𝜔𝜔 becomes 
1 and 0 otherwise. 

 
Algorithm 1: Determination of  𝑎𝑎𝑖𝑖,𝑗𝑗,𝜔𝜔 
    for 𝑖𝑖, 𝑖𝑖′ ∈ 𝑉𝑉2, 𝑗𝑗, 𝑙𝑙 ∈ 𝑉𝑉1, 𝑘𝑘 ∈ 𝐾𝐾,𝜔𝜔 ∈ Ω do 

        if     

��𝑑𝑑𝑖𝑖,𝑗𝑗 + 𝑆𝑆𝑇𝑇𝑗𝑗 + max�𝑑𝑑𝑗𝑗,𝑙𝑙 + 𝑆𝑆𝑇𝑇𝑙𝑙 + min�𝑑𝑑𝑙𝑙,𝑖𝑖′�� ≤ min{𝐵𝐵𝑘𝑘}�
𝑎𝑎𝑎𝑎𝑎𝑎 (𝑑𝑑𝑑𝑑𝑏𝑏𝑖𝑖 > 𝑤𝑤𝑤𝑤𝜔𝜔)

�  

then 
                  𝑎𝑎𝑖𝑖,𝑗𝑗,𝜔𝜔 = 1 
        else 
                  𝑎𝑎𝑖𝑖,𝑗𝑗,𝜔𝜔 = 0 
        end if 
end for 
 
Constraint (3) controls that any chosen pre-positioning 

location is set up either in the 1st stage or in the 2nd stage. 
Constraint (4) limits the maximum number of UAV positions 
in the 2nd stage considering availability of resources for the 
UAV pre-positioning tasks.  

After the selection of UAV pre-positioning locations by 
MUAV-ph1, the remaining unselected nodes are re-labeled as 
dummy nodes, and then input again for UAV paths generation 
in MUAV-ph2. As shown in Fig. 3, 𝑒𝑒4 is a target edge which 
requires damage assessment. Suppose that node 𝑛𝑛4  is not 
selected as a pre-positioning location in Phase 1. Then, 𝑛𝑛4 will 
be excluded from the network in Phase 2. But, edge 𝑒𝑒4 cannot 
be expressed without node 𝑛𝑛4 in the network. To remedy this 
issue, an unselected element 𝑖𝑖 ∈ (𝑉𝑉21 − 𝑉𝑉′)  in Phase 1 is 
labeled as a dummy node in Phase 2. The revised set of target 
nodes is defined as 𝐽𝐽 = 𝑉𝑉1 ∪ (𝑉𝑉21 − 𝑉𝑉′).  

 

B. Phase2: UAV Path Generation (MUAV-ph2) 
Based on the UAV pre-position decision from Phase 1, Phase 2 
determines optimal paths for deployed UAVs to assess the 
target network so as to minimize the sum of UAV operating 
costs.  

UAV 𝑘𝑘 ∈ 𝐾𝐾  starts and ends flight from/to locations 𝑖𝑖 ∈ 𝑉𝑉′ 
conducting damage assessment through the traverse edge 𝐸𝐸. 

𝑚𝑚𝑚𝑚𝑚𝑚�𝑐𝑐𝑘𝑘
𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑘𝑘

𝑘𝑘∈𝐾𝐾

+ 𝜆𝜆 ∙ 𝐹𝐹𝐹𝐹, (5) 

𝑠𝑠. 𝑡𝑡.  
      𝑥𝑥𝑖𝑖,𝑗𝑗,𝑘𝑘 ≤ ℎ𝑘𝑘,                                                      ∀𝑘𝑘 ∈ 𝐾𝐾, (6) 

 

 
 

Fig. 3.  An illustrative example of a power network 

UAV prepositioning
candidate (disconnected)

target node

UAV prepositioning
candidate (connected)

dummy edge

target edge
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   � �𝑥𝑥𝑖𝑖,𝑗𝑗,𝑘𝑘
𝑘𝑘∈𝐾𝐾𝑖𝑖:(𝑖𝑖,𝑗𝑗)∈𝐸𝐸\𝐸𝐸3

≥ 1 ,                                   ∀𝑗𝑗 ∈ 𝐽𝐽, (7) 

      � 𝑥𝑥𝑖𝑖,𝑗𝑗,𝑘𝑘
(𝑖𝑖,𝑗𝑗)∈𝐸𝐸1

= � 𝑥𝑥𝑗𝑗,𝑖𝑖,𝑘𝑘
(𝑗𝑗,𝑖𝑖)∈𝐸𝐸3

,                         ∀𝑘𝑘 ∈ 𝐾𝐾, (8) 

   � 𝑥𝑥𝑖𝑖,𝑢𝑢,𝑘𝑘
𝑖𝑖:(𝑖𝑖,𝑢𝑢)∈𝐸𝐸\𝐸𝐸3

= � 𝑥𝑥𝑢𝑢,𝑗𝑗,𝑘𝑘
𝑗𝑗:(𝑢𝑢,𝑗𝑗)∈𝐸𝐸\𝐸𝐸3

, 

∀𝑢𝑢 ∈ 𝐽𝐽, 𝑘𝑘 ∈ 𝐾𝐾, 
(9) 

        ��𝑥𝑥𝑖𝑖,𝑗𝑗,𝑘𝑘 + 𝑥𝑥𝑗𝑗,𝑖𝑖,𝑘𝑘� ≥ 1,
𝑘𝑘∈𝐾𝐾

                       ∀(𝑖𝑖, 𝑗𝑗) ∈ 𝐸𝐸2, (10) 

      � �𝑑𝑑𝑖𝑖,𝑗𝑗 + 𝑆𝑆𝑇𝑇𝑗𝑗�𝑥𝑥𝑖𝑖,𝑗𝑗,𝑘𝑘
(𝑖𝑖,𝑗𝑗)∈𝐸𝐸

≤ 𝐵𝐵𝑘𝑘,                       ∀𝑘𝑘 ∈ 𝐾𝐾, (11) 

      � �𝑑𝑑𝑖𝑖,𝑗𝑗 + 𝑆𝑆𝑇𝑇𝑗𝑗�𝑥𝑥𝑖𝑖,𝑗𝑗,𝑘𝑘
(𝑖𝑖,𝑗𝑗)∈𝐸𝐸

≤ 𝐹𝐹𝐹𝐹,                      ∀𝑘𝑘 ∈ 𝐾𝐾, (12) 

𝑢𝑢𝑖𝑖 − 𝑢𝑢𝑗𝑗 + |𝐽𝐽|𝑥𝑥𝑖𝑖,𝑗𝑗,𝑘𝑘 ≤ |𝐽𝐽| − 1,  
                                                            ∀(𝑖𝑖, 𝑗𝑗) ∈ 𝐸𝐸2, 𝑘𝑘 ∈ 𝐾𝐾. 

(13) 

In MUAV-ph2, the objective function (5) is to minimize the 
sum of UAV deployment costs (𝑐𝑐𝑘𝑘

𝑑𝑑𝑑𝑑𝑑𝑑) which are proportional to 
the number of assigned UAVs, and the scanning completion 
time (FT). Constraint (6) indicates which UAV is allocated for 
the damage assessment. Constraint (7) ensures that each UAV 
must cover at least one target node in the network. Constraints 
(8) and (9) control the flow conservation of UAVs. The total 
number of UAVs departing from any UAV positions is the 
same as the number of returning UAVs in (8), and flow-in 
equals flow-out for any target nodes in (9). Constraint (10) 
expresses that any target edge 𝐸𝐸2 must be assessed at least once 
by maneuvering either from i to j or the opposite. Constraint (11) 
ensures that every UAV flight path, including flight time and 
inspection on a specific node, must be bounded by its maximum 
flight time. Constraint (12) is to calculate the minimum task 
completion time by UAVs. Constraint (13) is the MTZ sub-tour 
elimination constraint that is designed to ensure a complete 
flight path from a departing depot to a destination [33]. Details 
about the vehicle routing problem and sub-tour elimination 
methods can be found in [33]. 

C. Computational Considerations 
In this section, four computational techniques are discussed 

to improve computational performance of MUAV-ph2 as the 
proposed model has a framework of multiple vehicle routing 
which is a proven NP-hard problem [34].  

The first technique is to simplify the flight time constraint 
(11) by analyzing the constraint structure as well as UAV flows 
in the power network. The second one is to generate an upper 
bound for target coverage constraint (7). In the third approach, 
a preprocessing algorithm is proposed to fix the values of binary 
variables considering flight feasibility under the given technical 
specifications, and to generate coefficients for the two revised 
constraints. Lastly, a Lagrangian relaxation method is 
developed to obtain a high quality lower bound on the objective 
function of MUAV-ph2.  
 
1) Option 1: reformulation of flight time constraint 

If any UAV is not assigned for damage assessment, then 
there is no need to check whether the UAV can complete a flight 
within the maximum flight time by constraint (11). In this case, 

the left-hand-side of constraint (11) is 0, but the right-hand-side 
remains at a constant value. Therefore, by replacing 𝐵𝐵𝑘𝑘 to 𝐵𝐵𝑘𝑘ℎ𝑘𝑘 
in constraint (14), right-hand-side can only have a positive 
value when a UAV is assigned to a task. Otherwise, the value 
is 0 since ℎ𝑘𝑘 is 0.  

Additionally, as variable ℎ𝑘𝑘  indicates whether UAV 𝑘𝑘  is 
assigned for damage assessment, constraint (14) below can 
substitute constraint (6) which is essentially the same. 

 
� �𝑑𝑑𝑖𝑖,𝑗𝑗 + 𝑆𝑆𝑇𝑇𝑗𝑗�𝑥𝑥𝑖𝑖,𝑗𝑗,𝑘𝑘

(𝑖𝑖,𝑗𝑗)∈𝐸𝐸

≤ 𝐵𝐵𝑘𝑘ℎ𝑘𝑘,   ∀𝑘𝑘 ∈ 𝐾𝐾. (14) 

 
2) Option 2: upper bound generation for target coverage 
constraint 

This option is designed to provide an upper bound for 
constraint (7). According to constraint (7), a target node must 
be assessed by at least one UAV, but no upper limit is set on the 
number of UAVs flying over the node. If we impose a tighter 
upper bound, it can help reduce solution space; hence it can 
improve convergence.  

 

 
For example, as shown in Fig. 4, node 6 is connected with 

C1, C2, C3 and C4 over four independent edges. If each edge is 
scanned by multiple independent UAVs toward node 6 and 
flow-in to any of UAV depots off the network, then a total of 
four UAVs will fly over node 6. Therefore, constraint (7) can 
be reinforced by limiting the number of maximum allowed 
UAVs on node 𝑗𝑗 𝑒𝑒𝑑𝑑𝚥𝚥���� as an upper bound shown in constraint 
(15). Upper bound 𝑒𝑒𝑑𝑑𝚥𝚥���� is obtained by Algorithm 2 discussed in 
Option 3 below.  

  1 ≤ � �𝑥𝑥𝑖𝑖,𝑗𝑗,𝑘𝑘
𝑘𝑘∈𝐾𝐾𝑖𝑖:(𝑖𝑖,𝑗𝑗)∈𝐸𝐸\𝐸𝐸3

≤ 𝑒𝑒𝑑𝑑𝚥𝚥���� ,               ∀𝑗𝑗 ∈ 𝐽𝐽. (15) 

  
3) Option 3: probing-based preprocessing 

To speed up solving MUAV-ph2 model, an efficient 
preprocessing algorithm is developed. First, if the flight 
distance between two nodes is greater than the maximum flight 
time of UAV 𝐵𝐵𝑘𝑘 , then the variable 𝑥𝑥𝑖𝑖,𝑗𝑗,𝑘𝑘  will be fixed to 0. 
Second, the maximum number of UAVs passing over node 𝑗𝑗 
𝑒𝑒𝑑𝑑𝚥𝚥���� is counted which set an upper bound in (15). Algorithm 2 
provides an overview of the proposed probing-based 
preprocessing procedure.  
 
Algorithm 2: A probing-based preprocessing  
    Initialize 𝑒𝑒𝑑𝑑𝑗𝑗���� 

 
Fig. 4.  An illustrative example of maximum number of UAVs passing a 

node 

6
C2

C3

C4

C1
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for (𝑖𝑖, 𝑗𝑗) ∈ 𝐸𝐸, 𝑘𝑘 ∈ 𝐾𝐾 do 
        if     �𝑑𝑑𝑖𝑖,𝑗𝑗 > 𝐵𝐵𝑘𝑘�  then: 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓ℎ𝑡𝑡 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑐𝑐ℎ𝑒𝑒𝑒𝑒𝑒𝑒 
                  𝑥𝑥𝑖𝑖,𝑗𝑗,𝑘𝑘 = 0 
        end if 
        if     �𝑑𝑑𝑖𝑖,𝑗𝑗 ≠ 0� then: 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑓𝑓𝑓𝑓𝑓𝑓 (15) 

                      𝑒𝑒𝑑𝑑𝚥𝚥���� = 𝑒𝑒𝑑𝑑𝚥𝚥���� + 1 
        end if 
end for 
 

4) Option 4: Lagrangian relaxation for lower bound 
generation 

A high quality lower bound on the objective function of 
MUAV-ph2 can be generated utilizing Lagrangian heuristic 
approach. In MUAV-ph2 model, the number of sub-tour 
elimination constraints, i.e., (13), is exponential which can 
consume significant computational resources [35, 36]. 
Therefore constraint (13) is relaxed and added to the objective 
function (5) as follows: 
𝐿𝐿(𝜆𝜆) = 𝑚𝑚𝑚𝑚𝑚𝑚�𝑐𝑐𝑘𝑘

𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑘𝑘
𝑘𝑘∈𝐾𝐾

+ 𝜆𝜆 ∙ 𝐹𝐹𝐹𝐹 

+� � 𝜆𝜆𝑖𝑖,𝑗𝑗,𝑘𝑘�𝑢𝑢𝑖𝑖 − 𝑢𝑢𝑗𝑗 + |𝐽𝐽|𝑥𝑥𝑖𝑖,𝑗𝑗,𝑘𝑘 − |𝐽𝐽| + 1�
(𝑖𝑖,𝑗𝑗)∈𝐸𝐸2𝑘𝑘∈𝐾𝐾

, 

𝑠𝑠. 𝑡𝑡. (6) − (13) 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝜆𝜆𝑘𝑘 ≥ 0. 

(16) 

 
The Lagrangian dual problem 𝐿𝐿(𝜆𝜆) provides a lower bound 

on the objective function of MUAV-ph2 model. From the 
Lagrangian dual problem, the Lagrangian multiplier is 
iteratively modified to find the best lower bound by using 
subgradient method summarized as follows: 

 
Algorithm 3: Subgradient method 

Initialize upper bound 𝐿𝐿� = ∞, 𝜆𝜆𝑖𝑖,𝑗𝑗,𝑘𝑘 ≥ 0,𝜃𝜃 = 2 
repeat 

𝛾𝛾𝑖𝑖,𝑗𝑗,𝑘𝑘 = 𝑔𝑔�𝑥𝑥𝑖𝑖,𝑗𝑗,𝑘𝑘�: 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑜𝑜𝑜𝑜 𝐿𝐿�𝜆𝜆𝑖𝑖,𝑗𝑗,𝑘𝑘� 

𝑡𝑡𝑗𝑗 =
𝜃𝜃𝑗𝑗 �𝐿𝐿� − 𝐿𝐿�𝜆𝜆𝑖𝑖,𝑗𝑗,𝑘𝑘��

�𝛾𝛾𝑖𝑖,𝑗𝑗,𝑘𝑘�
2 : 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 

𝜆𝜆𝑖𝑖,𝑗𝑗,𝑘𝑘
′ = 𝜆𝜆𝑖𝑖,𝑗𝑗,𝑘𝑘 
𝜆𝜆𝑖𝑖,𝑗𝑗,𝑘𝑘 = max�0, 𝜆𝜆𝑖𝑖,𝑗𝑗,𝑘𝑘 + 𝑡𝑡𝑗𝑗𝛾𝛾𝑖𝑖,𝑗𝑗,𝑘𝑘� 

until termination condition �𝜆𝜆𝑖𝑖,𝑗𝑗,𝑘𝑘
′ − 𝜆𝜆𝑖𝑖,𝑗𝑗,𝑘𝑘� < 𝜀𝜀 is satisfied 

IV. COMPUTATIONAL RESULTS 
We conducted experiments for the proposed MUAV model 

that is composed of two phases: MUAV-ph1 (UAV pre-
positioning locations) and MUAV-ph2 (UAV routing 
decisions).. In the first part, MUAV-ph1 is validated by using 
simulated random data to know how it works under extreme 
conditions comparing with the solutions from a deterministic 
model. To simulate uncertain weather condition in MUAV-ph1, 
the impact scale of an extreme weather 𝑤𝑤𝑤𝑤𝑖𝑖,𝑗𝑗,𝜔𝜔  is randomly 
generated where 𝑤𝑤𝑥𝑥𝑖𝑖,𝑗𝑗,𝜔𝜔~𝑈𝑈(0.4, 0.9) . In the second one, 
MUAV-ph2 is tested with a real power network in the 
Midwestern USA shown in Fig. 5.  

 
 

All experiments were run on a Linux server with Intel Xeon 
3.00 GHz processor and 364GB RAM. CPLEX 12.6 [37] was 
used as the mixed integer programming (MIP) solver. We 
exploited the solution pool feature of CPLEX in which a group 
of feasible solution candidates (i.e., UAV pre-positioning 
locations in Phase 1 and UAV paths in Phase 2) are quickly 
generated to find a near optimal solution  [37]. 

Two algorithm termination criteria are relative termination 
tolerance gap of 3% and 12 hours CPU run time limit, and it 
terminates whichever comes first.  

 
Table I shows the specification of a UAV fleet that two types 

of UAVs are avaial1able for damage assessment. Each type of 
UAVs has different flight capacity and operating cost. 

We evaluated the stochastic MUAV-ph1 model using the 
value of stochastic solution (VSS) [38]. For the calculation of 
VSS, the objective value of MUAV-ph1 model 𝐸𝐸𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠 with 50 
scenarios and the expected value 𝐸𝐸𝑉𝑉𝑑𝑑𝑑𝑑𝑑𝑑  of its deterministic 
counterparts are compared in 10 problem instances with 
different problem sizes. As seen in Table II, the VSS column is 
obtained by subtracting the 𝐸𝐸𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠  column from the 𝐸𝐸𝑉𝑉𝑑𝑑𝑑𝑑𝑑𝑑 
column. Considering that Phase 1 is a minimization problem, 
the positive VSS value supports that MUAV-ph1 under 
stochastic assumption outperformed the deterministic model in 
all cases presented in this section. Note that all test cases were 
solved within 1 minute of CPU time. 

 

 
Fig. 5.  Power network system example in Roanoke, VA, USA [39] 

TABLE I 
UAV FLEET SPECIFICATIONS 

 Type I Type II Unit 
Number 
Max. flight time 
UAV unit cost  

15 
25 

2,500 

15 
35 

3,500 

ea. 
min. 
USD 
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As a result of solving MUAV-ph1, we obtained the UAV pre-

positioning locations but also identified which buses and 
powerlines are included in the target area. Fig. 6 shows the 
topology of a power network system example in Fig. 5 which is 
composed of 9 UAV pre-positioning locations, 30 buses, and 
33 powerlines within the target area shaded in grey. Particularly, 
in this case, 9 dummy nodes are also included in the network 
for UAV path generation.  

 

 
Table III gives a MUAV-ph2 solution set that C2, C3 and C4 

are minimum number of UAV positions to cover the target area. 
Particularly, as some target nodes, such as C1 1, C5 23, 
C6 23, and C7 24 do not have a connection with selected 
depots, the unselected UAV pre-positioning candidates are 
included as dummy nodes for path generation purpose. Six 

Type I UAVs and three Type II UAVs are needed to scan the 
target area, and assigned as the following: 2 UAVs at C2, 1 
UAV at C3, and 6 UAVs at center 4. 

We also conducted sensitivity analysis by varying the 
maximum flight time of UAV which affects to the result of 
MUAV-ph1 and the result of MUAV-ph2 consequently. We 
observed from Table IV that as maximum flight time increases, 
the number of depots is decreasing. In case #4, for example, if 
a UAV can fly up to 10 minutes, then it is possible to cover all 
target area only from a single depot. As a result, UAV pre-
positioning setup cost is minimized but increases overall UAV 
operating cost in Phase 2.  

 

 
As depicted in Fig. 7, UAV scanning time, pre-positioning 

setup cost, and operating cost have triangular relations. For 
example, case#2 has the least UAV operating cost comparing 
with other test cases. Case#4 is the most economical occasion 
with regards to UAV pre-positioning setup cost but has the 
longest scanning time.  

 
We evaluated performance of computational techniques 

suggested in section III.C. For the comparison, we made three 
combinations of computational options as shown in Table V. 
MUAV-ph2 is the original MUAV model without any 
computational techniques. MUAV_T1 considers 1, 3, and 4. 
MUAV_T2 was solved applying every four options.  

TABLE II 
COMPARISON OF MUAV-PH1 AND ITS DETERMINISTIC COUNTERPARTS. 

Case 
ID 

Number 
of nodes 𝑬𝑬𝐕𝐕𝒔𝒔𝒔𝒔𝒔𝒔 𝑬𝑬𝐕𝐕𝐝𝐝𝐝𝐝𝐝𝐝 VSS CPU time 

(sec.) 
#1 
#2 
#3 
#4 
#5 
#6 
#7 
#8 
#9 

#10 

20 
25 
30 
35 
40 
45 
50 
55 
60 
65 

1,980 
1,940 
1,900 
1,900 
1,780 
1,900 
1,860 
1,900 
1,860 
1,820 

2,500 
2,460 
2,500 
2,420 
2,340 
2,460 
2,500 
2,460 
2,380 
2,460 

520 (20.8%) 
520 (21.1%) 
600 (24.0%) 
520 (21.5%) 
560 (23.9%) 
560 (22.8%) 
640 (25.6%) 
560 (22.8%) 
520 (21.8%) 
640 (26.0%) 

3.9 
10.0 
12.7 
15.9 
20.0 
31.3 
42.4 
46.7 
54.1 
59.7 

 

 
 

Fig. 6.  Power network system topology 
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TABLE III 
UAV PATH AND TASK ASSIGNMENT 

UAV ID 
(Type) 

Power damage assessment paths 
( ): node for passing purpose 

#1 (I) 
#2 (I) 
#3 (I) 
#4 (I)  
#5 (I) 
#6 (I) 
#7 (II) 
#8 (II) 
#9 (II) 

C3  24  (C7)  C4                                         
C4  7  (6)  (4)  3  (2) C2 
C2  (16)  2  1  (C1)  C2 
C4  (13)  (14)  15  17  (18)  (24) C3 
C4  (C5)  23  (C6)  C4 
C4  12 11  9  (17)  C3 
C4  13  10  6  5  4  C2 
C2  (4)  8  (9)  (18)   19  20  C2 
C4  14  (17)  22 21  18  16  C2 

 

 

TABLE IV 
UAV MAX. FLIGHT TIME AND MUAV SOLUTIONS 

case 
no. 

Max. flight 
time UAV depots UAV types Total cost Scanning 

time 
#1 
#2 
#3 
#4 

7 min. 
8 min. 
9 min. 

10 min. 

  C2, C3, C4 (3) 
  C1, C3, C4 (3) 
  C1, C4 (2) 
  C4 (1) 

I(6) / II(3) 
I(3) / II(5) 
I(5) / II(4) 
I(5) / II(6) 

𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑#1 +255 
𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑#2 +250 
𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑#3 +265 
𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑#4 +335 

33.5 min. 
33.5 min. 
33.5 min. 
34.5 min. 

*𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛 : UAV pre-positioning setup cost of case #𝑛𝑛𝑛𝑛 where 𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛 =
∑ 𝑐𝑐𝑖𝑖𝑦𝑦𝑖𝑖𝑖𝑖∈𝑉𝑉2  

 
Fig. 7.  Triangular relations of damage assessment time, UAV pre-
positioning setup cost, and operating cost in accordance with UAV 

maximum flight time 

TABLE V 
FOUR COMBINATIONS OF COMPUTATIONAL OPTIONS 

Case Option 1 Option 2 Option 3 Option 4 
MUAV-ph2 
MUAV_T1 
MUAV_T2 

No 
Yes  
Yes 

No 
No 
Yes 

No 
Yes 
Yes 

No 
Yes 
Yes 
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MUAV-ph2 did not converge within the 12 hours CPU run 
time limit and the lower bound remained at 10,021. But, both 
MUAV_T1 and MUAV_T2 found an initial feasible solution 
immediately with a high quality lower bound generated by the 
Lagrangian heuristic method. As depicted in Fig. 8, MUAV_T2 
converged faster because a tighter upper bound for target 
coverage constraint was provided to the model in addition to a 
high quality lower bound on the objective function. This 
confirms that these additional information to the model helps 
expedite convergence of the algorithm.   

 

 

V. CONCLUSIONS AND EXTENSIONS 
A two-phase mathematical optimization model is proposed 

for power network damage assessment by using UAVs. As we 
considers uncertain weather impact to the determination of 
UAV pre-positioning locations, MUAV-ph1 is formulated as a 
two-stage stochastic program to cover a target area while 
minimizing total UAV positions setup cost. Based on the UAV 
pre-positioning locations from Phase I, MUAV-ph2 model 
further generated UAV paths and required number of UAVs to 
complete the damage assessment. As MUAV-ph2 is an NP-hard 
problem, we developed probing-based preprocessing 
techniques, a logical inequality, and also applied Lagrangian 
heuristic to obtain a good lower bound of MUAV-ph2 objective 
value in a reasonable time.  

Based on experimental results, we presented the superiority 
of stochastic solutions comparing with deterministic solutions 
using VSS. By applying four computational techniques, we 
obtained an optimal solution in a reasonable time. Additionally, 
in the sensitivity analysis, triangular relations among damage 
assessment time, UAV pre-positioning setup cost, and 
operating cost were discovered by varying the service range 
from each UAV positions.  

As an extension to this research, one can consider integrating 
both MUAV-ph1 and MUAV-ph2 into one model and can 

provide an efficient solution strategy such as simulation-based 
optimization to enhance the computational performance.  
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