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                                        First-Order Methods for Riemannian Optimization 
Abstract: Riemannian optimization (RO) minimizes a cost function over a Riemannian manifold, exploded in 
popularity due to its many big data applications including metric learning, mixture model parameter estimation 
and covariance estimation etc. The typical manifold underlying an RO problem from data science has a dimension 
numbered in the thousands or millions, if not higher. Algorithms that use only the objective function’s first-order 
differential information, called first-order methods, are particularly attractive for these problems due to their 
relatively low storage and iteration costs.  This talk will start with an overview of the modern history of first-
order methods in large-scale optimization on convex subsets of Euclidean space.  Our aim is to provide an 
understanding of these methods and their attendant benefits in the simplest setting. Next, we will generalize these 
algorithms to the RO setting. Naturally, these broad generalizations entail challenges of commensurate difficulty 
to which we will pay special emphasis. In the final part of this talk, we describe the tangent subspace descent 
(TSD) framework, which generalizes block coordinate descent (BCD) methods to the RO setting. The TSD 
framework brings forth the main benefits of BCD methods, namely simplicity and low iteration costs, to extremely 
large-scale RO. 
 
Biography:  David “Huck” Gutman is currently an assistant professor in the Department of Industrial & 
Systems Engineering at Texas A&M University. His work focuses on large-scale optimization with an emphasis 
on optimization over manifolds. He is a recipient of an NSF CAREER award and the 2022 INFORMS 
Optimization Society Young Researchers Prize. He received his Ph.D. in mathematical sciences from Carnegie 
Mellon University in 2019, his M.S. in mathematics from Tulane University in 2010, and his B.S.B.A in finance 
and accounting from Georgetown University in 2008. He served as a management consultant specializing in data 
analytics from 2010-2014. His articles have appeared in journals such as Mathematical Programming, the SIAM 
Journal on Optimization, and Mathematics of Operations Research.   
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