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Abstract: With the rapid development of global trade, ports and terminals are playing an increasingly
important role, and automatic guided vehicles (AGVs) have been used as the main carriers performing
the loading/unloading operations in automated container terminals. In this paper, we investigate a
multi-AGV dynamic scheduling problem to improve the terminal operational efficiency, considering
the sophisticated complexity and uncertainty involved in the port terminal operation. We propose to
model the dynamic scheduling of AGVs as a Markov decision process (MDP) with mixed decision
rules. Then, we develop a novel adaptive learning algorithm based on a deep Q-network (DQN)
to generate the optimal policy. The proposed algorithm is trained based on data obtained from
interactions with a simulation environment that reflects the real-world operation of an automated
in Shanghai, China. The simulation studies show that, compared with conventional scheduling
methods using a heuristic algorithm, i.e., genetic algorithm (GA) and rule-based scheduling, terminal
the proposed approach performs better in terms of effectiveness and efficiency.

Keywords: Multi-AGV scheduling; automated container terminal; mixed decision rules; deep rein-
forcement learning; simulation-based algorithm analysis

MSC: 90B06

1. Introduction

Ports and terminals play an important role in cargo transshipment and loading/unloading
operations to support the advancement of global trade. As the global throughputs of containers
have continued to grow for decades and are expected to continue increasing in the future [1], it
is crucial to improve the efficiency and competitiveness of container terminals. Driven by the
recent Industry 4.0 trends and the development of information technology, automated container
terminals have become an attractive concept that has been highly valued by terminal operators
around the world.

Figure 1 displays a representative process of container loading/unloading operations
in an automated terminal that involves vertical and horizontal transportation by multiple
equipment. By taking the import of containers as an example, quay cranes (QCs) are first
assigned to berthing ships to unload the containers and transfer them to the AGVs, and the
AGVs will transport the containers to a designated block of the container yard. When AGVs
reach the designated block, AGV mates are used as a buffer to unload the containers from
the AGVs and hold them until yard cranes (YCs) pick up the containers and transfer them
to the corresponding location. The coordination of QCs and AGVs directly determines the
efficiency of the loading and unloading operations on the sea side.

In order to make full use of scarce resources such as the QCs, it is important to
optimize the scheduling of AGVs such that the efficiency of horizontal transportation at
the automated terminal can be improved [2]. However, reaching this objective can be
very challenging due to the complex and dynamic operating environment of a terminal.
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Situations such as early or late arrival of ships and conflicts and failures of the equipment
may occur. Moreover, AGVs may stop or delay due to unforeseen situations linked to other
equipment and facilities. It is thus evident that the complex and changing nature of the
automated terminal should be taken into account while making scheduling decisions for
the AGVs.
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Figure 1. Automated terminal seaside scheduling scenario.

Traditional static methods are hard to adapt to the varying environment of the au-
tomated terminals. In order to improve operational efficiency, it is necessary to develop
data-driven approaches to solve the dynamic scheduling problem of AGVs. In this paper,
we propose a dynamic decision-making approach based on deep Q-network (DQN) for the
multi-AGV dynamic scheduling problem in an automated terminal. As shown in Figure 2,
key dynamic features in the terminal system are first recognized, and a deep Q-network
is defined by the information on container tasks, the AGVs and several operation rules.
Then, related data on the system status are sent to train the deep Q-network such that
scheduling decisions can be made adaptively. A trained deep Q-network will be acquired
after sufficient learning iterations, which can cope with most uncertainty factors in ports
and could be applied to the automated terminal AGV dynamic scheduling efficiently.
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The main research contributions of this paper are as follows:

(1) The dynamic scheduling problem of AGVs at automated terminals is formulated
as a Markov decision process, in which the dynamic information of the terminal
system, such as the number of tasks, task waiting time, task transportation distance,
the working/idle status of the AGVs and the position of the AGVs, are modeled as
input states.

(2) A novel dynamic AGV scheduling approach based on DQN is proposed, where the
optimal mixed rule and AGV assignments can be selected efficiently to minimize the
total completion time of AGVs and the total waiting time of QCs.

(3) A simulation model is built on Tecnomatix Plant Simulation software according to an
automated terminal in Shanghai, China. Simulation-based experiments are conducted
to evaluate the performance of the proposed approach. The experimental results show
that the proposed approach outperforms the conventional heuristic approach based
on GA and rule-based scheduling.

The rest of this paper is organized as follows. Section 2 is the literature review.
Section 3 formally describes the dynamic scheduling AGV problem as an MDP. In Section 4,
the DQN-based dynamic scheduling approach of automated terminal AGVs is proposed.
Section 5 introduces the simulation-based training process, and Section 6 discusses the
experimental results. Section 7 offers conclusions and future directions.

2. Literature Review

In this section, we reviewed the related literature on the static scheduling problems
of AGVs, the traditional methods for dynamic scheduling of AGVs and the application of
machine learning-based approaches in scheduling optimization.

Most of the traditional approaches for AGV scheduling in automated terminals are
conducted based on analytical models that capture the configuration and operation status
of the terminal. For instance, Yang et al. [3] proposed an integrated problem for equipment
coordination and AGV routing. They set up a bilevel programming model to minimize the
makespan and used the congestion prevention rule-based bilevel genetic algorithm (CPR-BGA)
to solve the problem. Xu et al. [4] designed a load-in-load-out AGV route planning model
with the help of a buffer zone, where an AGV can carry at most two containers, and used a
simulated annealing algorithm to solve it. Zhong et al. [5] combined the two problems of AGV
conflict-free path planning with quay cranes (QCs) and rail-mounted gantry (RMG) cranes to
implement the integrated scheduling of multi-AGVs with conflict-free path planning and a
series of small-scale and large-scale experiments were performed through the hybrid genetic
algorithm-particle swarm optimization (HGA-PSO). Zhang et al. [6] developed a collaborative
scheduling model of AGVs and ASCs in automatic terminal relay operation mode based on
the genetic algorithm by considering the buffer capacity constraint and twin ASC operation
interference. Even though the above approaches have shown good performance in a static
and non-varying environment, they cannot sufficiently handle the complexity and dynamics
involved in real-world terminal operations.

In order to address this issue, a handful of the literature has studied the dynamic AGV
scheduling problems to be more adaptive in automated terminals. In the early days, various
scheduling rules were used to dispatch AGVs in the dynamic scheduling problem [7,8],
such as the first-come-first-serve (FCFS) rule, shortest travel distance (STD) rule, longest
waiting time (LWT) rule, etc. Studies on dynamic scheduling problems indicated that using
multiple dispatching rules could enhance the scheduling performance to a greater extent
than using a single rule [9]. Angeloudis and Bell [10] studied job assignments for AGVs in
container terminals with various conditions of uncertainty. They developed a new AGV
dispatching approach that is capable of operating within a certain container terminal model.
Gawrilow et al. [11] enhanced a static approach to meet the requirements of the dynamic
problem. They developed a dynamic online routing algorithm that computes collision-free
routes for AGVs by considering implicit time-expanded networks. Cai et al. [12] inves-
tigated replanning strategies for container-transportation task allocation of autonomous
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Straddle Carriers (SC) at automated container terminals. By focusing on the uncertainty of
the arrival of new jobs, this paper proposes two rescheduling policies, the newly arrived
job Rescheduling (RNJ) policy and the newly unexecuted job rescheduling (RCJ) policy.
The previous research on the dynamic scheduling of AGVs usually depends on specific
assumptions of uncertain tasks or environmental factors, thus can only solve the problem
within a given scenario. The related approaches are hard to generalize to other scenarios.
Moreover, the complex environment of real terminals is hard to be defined by simple
assumptions. Traditional optimization approaches cannot solve the dynamic scheduling of
AGVs efficiently in real-world applications.

In order to overcome the aforementioned drawbacks in previous studies, machine
learning techniques have been recently introduced [13–15]. Among the related studies,
reinforcement learning (RL) methods are the most used ones, which can constantly adjust
the agent’s behavior through trial and error such that dynamic and uncertain environmental
data can be fully considered. At present, most of the research on scheduling using RL is
focused on manufacturing shop floor production [16–18]. Several research has focused
on AGV scheduling in automated terminals [19,20]. Jeon et al. [21] studied an AGV
path optimization problem in automated container terminals and proposed a method
for estimating for each vehicle the waiting time that results from the interferences among
vehicles during traveling by using the Q-learning technique and by constructing the shortest
time routing matrix for each given set of positions of quay cranes. Choe et al. [22] proposed
an online preference learning algorithm named OnPL that can dynamically adapt the
policy for dispatching AGVs to change situations in an automated container terminal. The
policy is based on a pairwise preference function that can be repeatedly applied to multiple
candidate jobs to sort out the best one and to reduce waiting times for outside container
trucks at container terminals.

Despite the insights offered by the above RL-based studies, one limitation they share
is their performance and learning efficiency with the increase in environmental complexity.
As RL relies on storing all possible states and actions in policy tables, when the number of
state variables becomes larger, the performance of the algorithm may degrade significantly
due to the expansion of the state space. In some cases, the state space becomes so large that
the learning problem becomes intractable [23]. Deep reinforcement learning (DRL) was
then introduced and has achieved impressive successes over the last several years. DRL
methods use the deep neural network to capture the complex state features instead of the
policy table, such that the loss of state information is greatly reduced [24]. The application
of DQN in electric vehicle charging scheduling [23] and energy management [25] has also
demonstrated its strong superiority and effectiveness. However, it has not been applied to
the dynamic scheduling of AGVs in an automated terminal.

3. Problem Formulation
3.1. MDP Model the Dynamic Scheduling of Multi-AGVs

The dynamic scheduling of AGVs at a seaside terminal can be described and formu-
lated as a Markov decision process (MDP) as follows: After a ship arrives at the terminal,
the assigned QCs unload the imported containers one by one from the ship to the AGVs.
Then, the AGVs transport each of the containers to a prespecified location at the container
yard and then return for the next container. The dynamic scheduling of AGVs can be
modeled as a sequential decision-making process in which multiple rules can be used to
determine how to assign each of the containers to the available AGVs. Specifically, we
propose an MDP model to formulate the process, denoted by (S, a, P, R, γ, π). S is the set
of states, which contains all possible states of the AGV scheduling process; a represents the
actions that can be performed; P is the probability of transitioning from the current state
s ∈ S to the next state s′ ∈ S when action a is taken; γ is the discount factor; R(s, a, s′) is
the reward function that evaluates the reward obtained by performing action a in state s;
π is the policy that maps from the state set s to the set of actions a; and π(s, a) represents
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the probability of taking action a in a given state s. The detailed definitions of the states,
actions, reward function and optimal mixed rule policy, are as follows:

3.2. State Definition

The state is used to represent the status information of the system. After a container
ship ports in a specific berth, the terminal schedules an AGV according to the required ship
total loading/unloading time and ship loading information. In the real-world scheduling
process, the scale of container tasks and their priorities, the operation efficiency and occu-
pied rates of the equipment, and the features of the infrastructure are usually considered
to be important while making scheduling decisions for the AGVs. In the proposed MDP
model, we define the state at time t as a five-tuple vector st = (Nt, Tawt, Dadt, Ast, Ailoc).

(1) Nt is the number of container tasks current on QCs which waiting for AGV transport,
indicating the current workload in the terminal.

(2) Tawt represents the average waiting time of the container task, which is waiting for
AGV transport currently on QCs. It indicates the average urgency of the current task.
The Tawt is defined as follows:

Tawt =
∑Nt

k=1 tk

Nt
(1)

where tk is the waiting time of the k-th container task that awaits transportation by
the AGVs.

(3) Dadt represents the average transportation distance of the container tasks on the QCs.
This metric reflects the average workload per task and is defined as follows:

Dadt =
∑Nt

k=1 dk

Nt
(2)

where dk is the travel distance of the k-th task from the related QC to its destination
location at the yard.

(4) Ast represents the working status of all the alternative AGVs, which can be represented
by a binary vector in the form of:

Ast = n1n2 . . . ni (3)

where ni = 1 represents the working status of AGV i as “Working” and ni = 0
represents the working status of AGV i as “Idle”.

(5) Ailoc represents the dynamic position of AGV i in the port, determined by a given pair
of coordinates (xi, yi).

3.3. Action Definition

The actions are all the possible scheduling decisions of all the AGVs. An action can be
denoted as at = (Rut , AGVt), where Rut is the scheduling rule that determines the order of
the task assignments and AGVt is the index of the AGV to be scheduled for the selected
task. Three typical scheduling rules are considered: first come, first serve (FCFS); shortest
task distance (STD); and longest wait task (LWT) [7,8]. The details of the rules are shown
in Table 1. Based on these rules, we can define Rut = {1 (if FCFS), 2 (if STD), 3 (if LWT)},
AGVt = i (if AGV i is selected). By evaluating possible actions, the container tasks can be
selected according to specific rules and assigned to the corresponding AGVs at time t.
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Table 1. Scheduling rules.

Rule Description Advantage Shortcoming

FCFS Tasks are selected based on the
order of arrival

FCFS can ensure the overall
efficiency and smoothness of

scheduling

FCF is not effective at meeting other
metrics than efficiency, such as task

priorities and travel costs

STD Task with the shortest trip will be
selected first

STD can improve overall efficiency
to a certain extent

STD can cause longer wait times for
tasks and longer trips

LWT Task with the longest waiting time
will be selected first

LWT can effectively reduce the
waiting time for tasks and ensure

production efficiency

LWT cannot effectively meet other
metrics than waiting time, such as

efficiency and travel costs

3.4. Reward Function

In order to evaluate the actions, we first define the cost functions with the objective of
minimizing the total completion time of the AGVs and the total waiting time of the QCs
as follows.

Cr
ik = α(M− tr

ik) (4)

Cr = α ∑i ∑k Cr
ik = α ∑i ∑k(M− tr

ik) (5)

where Cr
ik is the cost determined by the completion time of AGV i after handling container

task k, the completion time is denoted as tr
ik, M is a sufficiently large constant, α is a given

cost coefficient and Cr is the total completion time cost of all the AGVs over the entire
scheduling process.

Cw
ik = β(N − tw

ik) (6)

Cw = β ∑i ∑k Cw
ik = β ∑i ∑k(N − tw

ik) (7)

In Equations (6) and (7), Cw
ik is the penalty cost of the QCs waiting for the AGV in the

process of AGV i handling task k, where tw
ik is the time that the QC waits for the AGV when

AGV i performs task k, N is a sufficiently large constant, β is the waiting time cost coefficient
of the QCs and Cw is the total waiting time cost of the QC in the whole scheduling process.

Based on the above cost functions, the reward function can be defined as follows:

Rt = µ1Cr
ik + µ2Cw

ik (8)

R f = µ1Cr + µ2Cw (9)

where Rt is the current reward for evaluating the operation of each individual container
task, R f is the final reward for evaluating the overall performance of the schedule and µ1
and µ2 are the given weight parameters.

3.5. Optimal Mixed Rule Policy Based on Reinforcement Learning

In the RL framework, the learning process consists of repeated interactions between
the system, usually known as the agent, and the environment, through continuous trial
and error. At each stage of this iterative process, two steps need to be completed as
described below:

(1) Prediction: given a policy and evaluation function, the value function corresponding
to a state and action, denoted as Qπ(s, a), is:

Qπ(s, a) = Eπ{R|st = s, at = a} (10)

where Eπ{R|st = s, at = a} is the expected value of reward when the state starts from
s, takes action a and follows policy π [26–28]. For any pair of (s, a), we can calculate
its value function based on Equation (10).

(2) Control: to find the optimal policy based on the value function. As the goal of
reinforcement learning is to obtain the optimal policy, i.e., the optimal selection of
actions in different states, with multiple scheduling rules used as actions, the mixed
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rule policy in our proposed model can be defined as the expected discounted future
reward when the agent takes action a in state s as follows:

Qπ(s, a) = Eπ{R|st = s, at = a} = Eπ{Rt+1 + γRt+2 + · · ·+ γ∗Rt+k+1} (11)

where γ is the discount factor and Rt+k+1 is the current reward at time t + k + 1.
Based on Equation (12), the multi-AGV dynamic scheduling problem is to find an
optimal mixed rule policy π∗ in each state s such that the reward obtained in the
following form is maximized:

Qπ∗(s, a) = maxEπ{R|st = s, at = a} = maxQπ(s, a), ∀s ∈ S, ∀a ∈ A (12)

4. DQN-Based Scheduling Approach

In order to obtain the optimal mixed rule policy, a DQN-based approach is proposed
in this paper. Based on the problem formulation described in Section 2, it is evident that
the states of the automated terminal system contain uncertain values, so the state space
will be very large. A large state space would not only need a huge amount of replay
memory to store large tables but would also consume a long time to fill and search the
tables accurately. In order to address this issue, we propose a deep Q-network (DQN) in
which a neural network is used as a nonlinear approximation of the optimal action-value
function; it is denoted as Q(s, a, θ)→ Q∗(s, a) , where θ represents all the parameters of
the neural network.

4.1. DQN Training Process

The goal of the training process is to reduce the estimation error between the DQN
network and the optimal value function. The process is conducted by iteratively updating
the parameters of the neural network [29–31]. DQN directly takes raw data (states) as
input and generates the Q-value function of each state-action pair defined by Equation (10),
which can handle a complex decision-making process with a large continuous state space.

Based on the proposed model, we designed two fully connected neural networks,
namely, the main Q-network and the target Q-network. Each network consists of one input
layer, two hidden layers and one output layer, and each layer contains a given number
of neuron nodes. According to the definition of states and actions, the first three nodes
of the input layer represent the task information Nt , Tawt and Dadt, and the remaining
nodes correspond to the status information of each of the AGVs, including the working
status ni and the position coordinates Ailoc(xi, yi). The number of nodes in the output
layer is determined by a combination of the AGVs and the scheduling rules. Each node of
the output layer represents a possible combination of the AGVs and the scheduling rules.
The number of nodes in each of the hidden layers and the activation functions among the
different layers are key parameters to be decided based on the input and output layers,
which will impact the calculation accuracy of the neural network. There is no perfect theory
to determine the number of hidden layer neurons or activation functions. The number of
nodes in each hidden layer is decided by the simulations in our work, as in most of the
literature. The ReLU function is used as the activation function between the input layer
and the first hidden layer, as well as between the two hidden layers. The ReLU function
is commonly used to increase the nonlinear relationship between the various layers of
the neural network and to alleviate the occurrence of the overfitting problem [32]. The
softmax function is adopted as the activation function between the second hidden layer
and the output layer in our approach, which is also known as the normalized exponential
function and is commonly used to show the results of multiple classifications in the form of
a probability [33]. As shown in Figure 3, the major steps of the training algorithm can be
described as follows:
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Step 1: Initialization of parameters, including the parameters θ of the main Q-network
and the target Q-network, discount factor γ, training times M and replay memory size D;

Step 2: When a QC completes the unloading of a container from ships or an AGV
completes its current task, the scheduling process is triggered to calculate the current
system state st and sent it to the main Q-network;

Step 3: Main Q-network outputs action value function Q(st; θ) for action selected by
the ε-greedy policy. This policy is to produce a random number of r when r < ε, select
one action at randomly in all actions, and when r > ε, select the action at corresponding to
maxQ(st; θ);



Mathematics 2022, 10, 4575 9 of 19

Step 4: The port environment parses the selected actions into AGV ID and scheduling
rule and performs them, gaining the reward Rt and the next state st+1. A complete set of
information denoted as the vector (st, at, Rt, st+1) is stored in the replay memory;

Step 5: When the samples in the replay memory reach a predetermined amount, the
stored records are randomly sampled from the replay memory store to avoid an excessive
correlation of the network. The sampled records are sent to the main Q-network and the
target Q-network. These two Q-networks have the same neural network structure, and
the parameters of the main Q-network and target Q-network are denoted as θ and θ′,
respectively. The value of the action-value function is predicted by the two networks, and
the loss function is calculated according to the error between the two networks. The action
value function Q(st, at; θ) is directly calculated by the main Q-network, and the action
value function Q(st, at; θ′) predicts the maximum Q(st+1, at+1; θ′):

Q
(
st, at; θ′

)
=

{
Rt, st = Terminal

Rt + γmaxQ(st+1; θ′), else
(13)

Therefore, the loss function L(θ) is defined as:

L(θ) = (Q
(
st, at; θ′

)
−Q(st, at; θ))

2
= (Rt + γmaxQ

(
st+1; θ′

)
−Q(st, at; θ))

2 (14)

Step 6: The parameters θ of the main Q-network will be updated iteratively by a
gradient descent algorithm to reduce the loss function, which is widely used in deep
learning [34]. The parameter θ update formula of the gradient descent algorithm is shown
in Equation (15):

θt+1 = θt − η∇θt L(θt) (15)

Step 7: The parameter θ′ of the target Q-network will be updated every C step, and
the update method is to completely assign the parameter θ of the main Q-network to the
target Q-network. This event will continue to repeat until the reward function converges or
the number of training iterations reaches a certain value;

Step 8: If all the tasks are being performed, conduct the next training time. Otherwise,
make st = st+1, and jump to Step 2;

Step 9: If the training times episode reaches M, terminate the training;
The training Algorithm 1 can be summarized as the following pseudocode:

Algorithm 1: deep Q-learning with experience reply

Initialize reply memory D to capacity N
Initialize action− value function Q with random weights θ

Initialize target action− value function Q with random weights θ′= θ

For episode = 1, M do
Initialize sequence s1 = {x1} and preprocessed sequence φ1 = φ(s1)
For t = 1, T do
With probability ε select a random action at
Otherwise select at = argmaxQ(φ(s), a, θ)
Execute action at in emulator and observe reward rt and image xt+1
Set st+1 = st, at, st+1 and preprocess Q(φt+1) = φ(st+1)
Store transition (φt, at, rt, φt+1) in D
Sample random minibatch of transitions

(
φj, aj, rj, φj+1

)
from D

Set yj =

{
rj if episode terminates at step j + 1

rj + γmaxa′Q
(

φj, a′; θ′
)

otherwise

Perform a gradient descent step on
(

yi −Q
(

φj, aj; θ
))2

with respect to the network
parameters θ

Every C steps reset Q = Q
End For
End For
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4.2. Scheduling Procedure with Mixed Rules

Using the well-trained main Q-network as the optimal mixed rule policy to guide the
dynamic scheduling of AGVs in automated terminals is shown in Figure 4. First, when the
QC spreader grabs a new container task or one of the AGVs completes the transportation
of a container task and becomes idle, a scheduling request is triggered. At this point, the
current automated terminal system state will be sent to the main Q-network. Then, select
the action corresponding to the maximum node output from the main Q-network, and
convert it into the corresponding scheduling rule and AGV index i. Finally, when AGV i
completes the corresponding container task, it recalculates the system state and sends it to
the main Q-network for the next action selection. The whole process ends when all ships
and containers are handled.
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5. Simulation-Based Experiments

In this section, we evaluate the performance of the proposed approach through a set of
simulation-based case studies created based on an automated terminal in Shanghai, China.

5.1. Simulation Set Up

We used Siemens Tecnomatix Plant Simulation 15.0 to simulate the seaside horizontal
transportation and vertical loading/unloading of the automated terminal. Through the
built-in SimTalk language, a series of complex processes, such as unloading the container
from the quayside crane to the AGV, transporting it from the AGV to the container yard
and grabbing the container from the yard crane to the corresponding container position,
can be simulated. As shown in Figure 5, we considered an automated terminal that consists
of 4 berths, 8 QCs, 12 AGVs, 8 container yards and 8 YCs. There are four ships waiting to
be unloaded in one training session, and each ship has 96 container tasks for a total of 384
container tasks.
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In order to properly take into account the practical operation processes and dynamics
involved in an automated container terminal, we adopted the following assumptions:

(1) All pending containers are standardized 20 ft TEUs;
(2) The problem of turning over the box is not considered;
(3) The information of the container task is randomly generated;
(4) The order of unloading of the QCs is predetermined;
(5) All containers are import containers;
(6) All AGV roads in the simulation scene are one-way streets;
(7) Each AGV can only transport one container at a time;
(8) When the AGV transports the container to the designated yard, it needs to wait for

the YC to unload the container it carries for the task to be considered “completed”;
(9) When the AGV completes its current task, and there are currently no incoming tasks,

it will return to the AGV waiting area;
(10) All AGVs’ navigation methods are the shortest path policy. Each container has its own

key attributes, including container ID, the container from QC, container destination,
container yard, the current waiting time for the AGV and the estimated distance
to be transported.

5.2. Implementation of DQN-Based Multi-AGV Dynamic Scheduling

The proposed AGV dynamic scheduling algorithm based on DQN is programmed in
TensorFlow, which is integrated with the simulation platform through a socket module,
as shown in Figure 6. The simulation program includes several subprograms, namely, the
terminal operation logic subprogram, the state calculation subprogram, the communication
subprogram and the scheduling subprogram, to provide specific functions. The state
calculation subroutine is used to calculate the current system state. The communication
subroutine is responsible for transmitting the status information to the DQN module and
receiving the action information transmitted by the DQN module, including the selected
AGV and the scheduling rules. When the scheduling is triggered, the dynamic information
of the current task and AGV will be sent to the state subroutine to calculate the current
system state st =

(
Nt, Tawt, Dadt, Ast, Aix, Aiy, . . .

)
and will be sent to the communicator

after processing the subprograms. The communicator establishes a network connection
with the DQN program through the TCP/IP protocol and sends the status record to the
DQN program. The optimal combined action is calculated by the main Q-network, and
the output is sent back to the scheduling subprograms to be parsed into the corresponding
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scheduling rules and AGV indices. After the AGVs finish the tasks based on the outputs,
the corresponding information of the tasks will be sent back to the DQN program and
stored in the replay memory.
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As described in Section 3.1, two fully connected neural networks are generated based
on the simulation scenario established in Section 4.1. For each of the Q-networks, there are
two hidden layers, with 350 nodes in the first layer and 140 nodes in the second layer, which
are determined by previous simulation analysis. As there are 12 AGVs and 3 scheduling
rules in the simulation scenario, according to the definitions of states and actions, there are
28 nodes in the input layer and 36 nodes in the output layer. The specific settings of the
main Q-network and target Q-network are shown in Table 2.

Table 2. Network parameter settings.

Layer Number of Nodes Activation Function Description

Input layer 28 None Used to accept system state st
hidden layer 1 350 ReLU None
hidden layer 2 140 ReLU None
Output layer 36 Softmax Value function Q(s, a) for output action

By taking a process in one episode of training as an example, the training process is
intuitively illustrated in Figure 6. Suppose the current task is as shown in Table 3, and
the scheduling is triggered at this time. AGV1, AGV2, AGV4, AGV8 and AGV11 are in
the working state, and AGV3, AGV5, AGV6, AGV7, AGV9, AGV10 and AGV12 are in the
idle state at the same time. The positions of some AGVs, such as AGV1, AGV2 and AGV3,
are AGV1 (20.0, 34.0), AGV2 (53.0, 41.0) and AGV3 (39.0, 13.0), respectively. Therefore,
according to the definition of the system state in Section 2, the current state st = (5, 194.0,
258.68, 1920.0, 20.0, 34.0, 53.0, 41.0, 39.0, 13.0 . . . ).

After inputting this state into the main Q-network, the action value function value
Q-value is obtained, and the action is determined to be (2, 9) according to the selection
policy; that is, the 9th AGV is used to perform STD and use transport container No. 004.
When the action is completed, the reward function value Rt = 2.41, and the next state
st+1 = (3, 191.0, 129.0, 3872.0, 66.0, 39.0, 53.0, 41.0, 15.0, 33.0...); therefore, the complete
record of the scheduling process Re can be obtained, Re = ((5, 194.0, 258.68, 1920.0, 20.0,



Mathematics 2022, 10, 4575 13 of 19

34.0, 53.0, 41.0, 39.0, 13.0 . . . ), (2, 9), 2.41, (5, 194.0, 258.68, 1920.0, 20.0, 34.0, 53.0, 41.0,
39.0, 13.0 . . . )), and then stored in the replay memory for the main Q-network to perform
training. The training of DQN takes 5000 times to learn the optimal mixed rule policy for
the dynamic scheduling of the AGVs. The training process is conducted on a server with
an i7-6700 CPU @ 3.40 GHz and with 16 G RAM. The training result is shown in Figure 7:

Table 3. Container task information.

ID From Destination Waiting Time Transport Distance

001 QC1 container yard6 55 s 284.54
002 QC4 container yard2 186 s 247.0
003 QC3 container yard7 255 s 278.9
004 QC5 container yard4 78 s 203.6
005 QC8 container yard3 396 s 279.4
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Figure 7. Final reward changing process during training.

Figure 7 shows that the total reward value obtained during the entire scheduling
process in the early stage of training is relatively random, the total reward value begins
to converge after approximately 1500 training iterations, and the training results tend to
stabilize after approximately 2000 iterations.

6. Results and Discussions
6.1. Testing Case Description

After the training is completed, the performance of the neural network trained by DQN
is tested through the scheduling procedure described in Section 3.2. First, we consider the
cases of four different problem sizes that are determined by the number of container tasks N,
and the number of AGVs A: (1) 4 AGVs and 48 container tasks; (2) 6 AGVs and 96 container
tasks; (3) 8 AGVs and 192 container tasks; and (4) 12 AGVs and 384 container tasks to
analyze the experimental results. The Gantt of the four case scheduling by DQN is shown
in Figure 8. Then, the total waiting time of the QCs, the total completion time of the AGVs
and the computational efficiency are used as the performance indicators. In order to verify
the superiority of the DQN-based mixed-rule scheduling approach, this section first designs
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a genetic algorithm (GA) for the automated terminal AGV scheduling global optimization
solution, comparing the results with the proposed DQN-based dynamic scheduling method
in different task sizes and the AGV numbers, as detailed in Section 5.1. Finally, the results
of the DQN-based mixed-rule scheduling approach and the three scheduling rules of FCFS,
STD and LWT were compared, as described in Section 5.2.
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6.2. Results Analysis
6.2.1. Comparison of Results Based on DQN and Genetic Algorithm (GA)

In order to show the effectiveness of the proposed DQN-based approach in solving
dynamic scheduling of AGVs in automated terminals, we designed a genetic algorithm
(GA) to solve the static version of the scheduling problem using the testing data. We solved
the dynamic scheduling problem by taking random features, such as the arrival time of
ships and the travel speed of the AGVs, into consideration while using the DQN-based ap-
proach. The random features that are accomplished in the simulation environment and the
relevant data are considered deterministic instances while solving the scheduling problem
of AGVs by GA. We compared the results of the GA to those of the DQN-based approach,
including the completion time of AGVs, the waiting time of QCs and the makespan of the
system, respectively.

In order to integrate with the simulation case in 4.1, the implementation of the present-
designed GA chromosome code in Python and the fitness values were calculated from
the simulation program. We designed the GA chromosome in the form of real code; the
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chromosome length is equal to m (total number of container tasks), the position of the
chromosome in the container task number and the gene value is the AGV number, which is
the container for which the AGV performs. The chromosome form is shown in Figure 9,
where the sequential gene values of 4,5,8,1,2,4 indicate that container tasks numbered 1 to 6
are performed by the AGVs numbered 4,5,8,1,2,4, respectively.
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Detailed steps of GA:
Step 1: Random numbers of 1 to 12 were generated at each gene locus;
Step 2: Python sends the generated chromosomes to the simulation program via the

TCP/IP protocol;
Step 3: The simulation program schedules the AGV according to the chromosome

information. The scheduling process is when the QC spreader grabs a new container task
and finds the corresponding AGV number in the chromosome. According to the container
task number, it is sent to the corresponding AGV task sequence. The AGV performs the
corresponding schedules by its own sequence of tasks. When all container tasks have been
performed, the objective function is calculated and converted to fitness values.

Step 4: The simulation program sends the calculated fitness values to the GA of Python
through the TCP/IP protocol;

Step 5: When the fitness of all chromosomes is calculated, the selection, crossover and
variation are processed;

Step 6: After generating a new population, we switch to Step 2;
Step 7: The optimal individual fitness is calculated after completing the iteration.
In the following analysis, the scheduling results of the DQN algorithm are compared

with those generated by the traditional genetic algorithm (GA), and more comparisons
are made based on the instances of four different scales described at the beginning of this
section. As the results show in Table 4, the total completion time of the AGVs and the total
waiting time of the QCs are compared, as well as the maximum completion time of the
system, i.e., the makespan.

Table 4. Comparison of the results of DQN and GA at different instance scales.

N × A
Total Waiting Time of QCs (min) Total Completion Time of AGVs (min) Makespan (min)

DQN GA DQN GA DQN GA

48 × 4 142.89 144.84 103.74 96.93 28.14 27.29
96 × 6 181.54 217.58 210.43 198.57 38.64 41.56
192 × 8 294.54 425.63 439.78 405.20 60.21 73.45

384 × 12 397.40 801.61 937.09 829.30 93.08 143.93

From the results of Table 4, for instances with different numbers of container tasks and
AGVs, the proposed DQN algorithm could always sharply reduce the waiting time of the
QCs compared to the GA. Even though the total completion time of the AGVs generated
by the dynamic scheduling approach based on DQN is slightly worse than those generated
by the GA, the final makespan appears to be improved for each of the instances.

Computational efficiency is extremely important for the AGV dynamic scheduling to
meet the stringent operational requirements for an automated container terminal, especially
when the size of the problem increases. In the following analysis, we documented the
computational time for the instances with the four different problem sizes mentioned. The
computational performance of the GA and proposed DQN-based approach, along with
that of the benchmark models, are given in Table 5 below:
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Table 5. Comparison of the computational efficiency.

N × A DQN GA

48 × 4 3.24 s 20 min
96 × 6 7.95 s 42 min

192 × 8 10.95 s 69 min
384 × 12 21.02 s 135 min

As shown in Table 5, at the same scale, when compared to the DQN, the GA takes
significantly longer to calculate. However, DQN has a good speed advantage compared
with the response time of genetic algorithms in the simulation environment.

The above results imply that the GA algorithm tends to pursue global optimization
based on the known information over the entire horizon, while the proposed dynamic
scheduling approach based on DQN is capable of handling dynamic information and
generating better solutions based on the waiting times of the QCs and the makespan. The
decreases in the QC waiting time and the makespan could be the reason that the AGVs
have to be occupied more during the dynamic decision-making process. It reveals that the
DQN-based algorithm outperforms the GA in terms of making full use of scarce resources
and improving the working efficiency of the automated terminal.

6.2.2. Dynamic Scheduling Comparison

Three dynamic scheduling rules, FCFS, STD and LWT, are considered in our DQN-
based approach as the basis to generate an optimized mixed-rule policy for the dynamic
scheduling of AGVs. In this section, the total waiting time of the QCs and the total
completion time of the AGVs are compared while applying the proposed DQN-based
approach and applying each of the three rules independently.

First, we considered a case with 384 container tasks and 12 AGVs with odd indices, in
the above automated terminal simulation scenario, as an example. A total of 384 container
tasks were randomly generated in the four different scenes and performed by 12 AGV sets.
Twenty episodes for each scene were carried out, and the results of the average performance
of all the methods are shown. The comparison between the total waiting time of the QCs
and the total completion time of the AGVs is shown in Figure 10.
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As shown in Figure 10, the results generated by the proposed approach based on the
DQN algorithm outperform those approaches applying the individual scheduling rule. The
maximum improvements are 2.2% in terms of the total completion time of the AGVs and
7.2% in terms of the total waiting time of the QCs.

The scheduling results of the DQN algorithm are compared with those individual
scheduling rules in 5.1 using the same four sets of instances with different scales. By solving
the instances by the proposed DQN-based algorithm and the individual scheduling rules,
the total waiting time of the QCs is shown in Table 6, and the total completion time of the
AGV is shown in Table 7.

Table 6. Total waiting time of QCs (min) under different scales.

N × A DQN FCFS STD LWT

48 × 4 142.891 162.609 138.670 128.690
96 × 6 181.545 204.300 189.323 207.723

192 × 8 294.548 350.697 325.924 318.611
384 × 12 397.404 426.185 424.501 422.681

Table 7. Total completion time of AGVs (min) under different scales.

N × A DQN FCFS STD LWT

48 × 4 103.748 107.570 111.710 110.347
96 × 6 210.433 219.130 217.960 211.420

192 × 8 439.785 441.478 442.928 442.493
384 × 12 937.090 958.891 947.500 947.610

From the comparison of the results in Tables 6 and 7, it can be seen that the dynamic
scheduling performance of our DQN-based approach with a mixed-rule policy can always
outperform the scheduling results applying individual rules under different input scales.
The results show that a better performance can be achieved only by selecting the most
appropriate scheduling rules according to the different situations, and the computational
performance of the proposed approaches, along with that of the benchmark models, are
given in Table 8 below:

Table 8. Comparison of the computational efficiency.

N × A DQN FCFS STD LWT

48 × 4 3.24 s 1.11 s 1.15 s 1.10 s
96 × 6 7.95 s 2.08 s 2.29 s 2.05 s

192 × 8 10.95 s 4.05 s 4.16 s 4.03 s
384 × 12 21.02 s 8.06 s 8.28 s 7.91 s

As shown in Table 8, the CPU processing time of DQN is slightly higher than that
of FCFS, STD and LWT in the different task sizes and AGV sizes, but it is still within a
relatively acceptable range for dynamic scheduling because the mixed scheduling rules
based on DQN have a high computing complexity. Therefore, the experimental results
prove that the deep reinforcement learning DQN algorithm applied to horizontal trans-
portation scheduling can greatly improve the horizontal transportation efficiency of the
automated terminals.

Based on the above analysis, compared with the traditional global optimization algorithm,
GA, although the GA can approximate the optimal results infinitely, due to the disadvantages
of dynamic performance and the operational efficiency of the formal GA, DQN has relatively
significant advantages in dynamic performance and operational efficiency. Compared to the
three dynamic scheduling rules, the appropriate scheduling rules can be selected according to
the different states, which can achieve better overall performance.
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7. Conclusions and Future Directions

In this paper, a DQN-based dynamic scheduling approach is proposed to optimally
schedule the horizontal transportation of AGVs in automated terminals. We first cast the
scheduling problem as a Markov decision process (MDP) that is composed of the system
state, action space and reward function. Then, we used the Tecnomatix simulation platform
to generate the data for model training, based on which the optimal AGV scheduling
policies can be determined under different situations. Finally, we compared the proposed
approach with conventional optimization-based approaches, including GA and three
scheduling rules. In four cases with different task numbers and AGV number sizes, DQN
does not have a particularly obvious advantage in small-scale cases compared with the rule-
based scheduling and GA; however, as the number of tasks and AGV numbers increases, the
optimization performance of the DQN-based mixed scheduling rules becomes increasingly
obvious. The comparison results show that, compared to rule-based scheduling and
the GA, the DQN-based approach has a better optimization performance. In terms of
computational efficiency, DQN runs slightly slower than rule-based scheduling due to
the complexity of its own calculations but has a significant advantage over GA. With the
increasing number of tasks and AGVs, the advantage of the DQN-based AGV dynamic
scheduling in computational efficiency is more significant than that of the GA.

Future studies can be conducted in the following ways: The DQN-based dynamic
decision-making method can be extended to include AGV collision avoidance and dynamic
path planning to further improve the effectiveness of scheduling. More dynamic uncertainty
features of the terminal can be included to improve the proposed DRL approach. A more
complex problem where the import and export containers are handled in mixed operations
could be considered in future studies.
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